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Abstract 
In this paper, we report ubout a new interaction- 

oriented robot, which communicates with humans and 
will participate in human society as our partner. For 
realizing such a robot, we have started a new col- 
laborative work between cognitive science and ro- 
botics. In the way of robotics, we have developed a 
humanoid robot named “Robovie” that has enough 
physical expression abiliry. On the other hand, 
through cognitive experiments, we obtained impor- 
tant ideas about the robot’s body property. To incor- 
porate these ideas, we have developed sofrwae ar- 
chitecture and implemented autonomous interactive 
behaviors to the robot. Further, we have evaluated 
the robot’s pelformance of rhe interactive behaviors 
through psychological experiments. The experiments 
reveled how humans recognize the robot. 

1. Introduction 
There are two research directions in robotics; one is to 

develop task-oriented robots that work in limited envi- 
ronments, and the other is to develop interaction-oriented 
robots that communicate with humans and will participate 
in human society. Industrial and pet robots are the former 
ones. They work in factories and limited areas in houses 
with particular tasks such as assembling industrial parts, 
behaving like animals, and so on. On the other hand, the 
purpose of the interaction-oriented robots that we are 
developing is not to execute particular tasks. We are 
trying to develop a robot that exists as our partner in our 
daily life. These robots will be a new information infra- 
structure for communication. 

Regarding the robots that interact with humans, there 
are many researches: conveying intentionality through 
facial expressions and behavior [l], mimicking of human 
body motions [2], developing a mentally-commitment 
robot [3] and so forth. These robots, however, lack 
physical expression ability. For example: some of them 
have only heads, some look l i e  animals, and some can- 
not speak. We developed a robot named “Robovie” that 
has enough physical expression ability. It can generate 
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Fig. 1: Robovie - it has enough physical expression ability 

enough physical expression ability. It can generate almost 
all human-like behaviors required for human-robot com- 
munication, and interacts with humans by using rich 
sensory information. 

For making the best use of the physical expression 
ability, we have started a new collaborative work between 
cognitive science and robotics. Cognitive science, espe- 
cially on the ideas about the practical use of the body 
properties for communication, helps to design more effec- 
tive robot behaviors. On the other hand, the developed 
robot that has enough physical expression ability can be 
used for venfying theories of cognitive science. Then, to 
incorporate the ideas from cognitive science, we consid- 
ered new software architecture. It enables easy develop 
ment and rich human-robot interaction. We believe this 
unique interdisciplinary relationship enables us to develop 
the new type of robot. 

Further, we intended to evaluate the performance of the 
implemented interactive behaviors. About the task-ori- 
ented robots, we can evaluate their performance with 
physical measures such as speed and accuracy. These 
measures help us to improve the performance. Similarly, 
we need to apply psychological measures for the interac- 
tion-oriented robots. Because, the performance of these 
robots that interact with humans is discussed along with 
how they influence humans. For realizing the interac- 
tion-oriented robots, we believe it is important and neces- 
sary to repeatedly improve both the software architecture 
and the measurement method. 
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About the evaluations of human-robot interaction, sev- 
eral works have been performed so far with basic psy- 
chological questionnaires. Nakata and his colleagues 
analyzed the effects of expressing emotions and intention 
[4]. Ogata and his colleagues studied emotional commu- 
nication by evaluating the impressions of the robot [SI. In 
addition to these direct evaluations, we adopted unobuu- 
sive measures. The unobtrusive measures are used in 
psychological researches [6], and they have the merit that 
measurement does not obstruct experiments. Mizoguchi 
and his colleagues have already employed spatial distance 
between humans and a robot [7]. Besides the spatial 
distance, we focused on humans’ touching and communi- 
cative behaviors toward a robot. These unobhvsive meas- 
ures enable us to evaluate dynamic aspect of the interac- 
tion, whereas these questionnaire methods only reveal 
static aspect after the interaction. 

In this paper, we explain the development of the inter- 
active humanoid robot “Robovie” through the interdisci- 
plinary approach, and then report experiments to evaluate 
the implemented behaviors. The results proved enough 
interaction ability of the robot and behaviors. At the same 
time, we consider the results indicate how humans regard 
such an interactive humanoid robot. 

2. Interactive humanoid robot “Robovie” 

2.1. Hardware 
We have developed a robot named “Robovie” shown in 

Fig. 1. The robot that has a human-like appearance is 
designed for communication with humans. Like a human, 
it has various sensors, such as vision, sense of touch, 
audition and so on. With the human-like body and sen- 
sors, the robot performs meaningful interactive behaviors 
for humans. 

The size is important as an interactive robot. Not to 
give an awful impression to humans, we have decided the 
size as 120 cm, which is same as a junior school student. 
The diameter is 40 cm and the weight is about 40 kg. 
The robot has two arms (4*2 DOF), a head (3 DOF), two 
eyes (2*2 DOF for gaze control), and a mobile platform 
(2 driving wheels and 1 free wheel). The robot farther has 
various sensors, 16 skin sensors covering the major parts 
of the robot, 10 tactile sensors around the mobile plat- 
form, an omnidirectional vision sensor, 2 microphones to 
listen human voices, and 24 ultra-sonic sensors for d e  
tecting obstacles. The eye has pan-tilt mechanism with 
direct-drive motors, and they are used for stereo vision 
and gazing control. The skin sensors are important for 
realizing interactive behaviors. We have developed a 
sensitive skin sensors using pressure sensitive conductiv- 
ity rubber. Another important point in the design is the 
battery life. This robot can work 4 hours and charges the 
battery by autonomously looking for battery-charging 
stations. With the actuators and sensors, the robot can 
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Fig. 2: The structure of the environment 
for an experiment in cognitive science 

Fig. 3: Scenes of an experiment in cognitive science 
- Emergence of mutual entrained gestures (syn- 

chronous body movement to the robot’s gesture) - 
generate enough behaviors required for communication 
with humans. 

Robovie is a self-contained autonomous robot It has a 
Pentium I PC on board for processing sensory data and 
generating behaviors. The operating system is Linux. 
Since the Pentium III PC is sufficiently fast and Robovie 
does not require precise real-time controls like a legged 
robot, Linux is the best solution for easy and quick de- 
velopment of Robovie’s software modules. 

2.2. Knowledge from Cognitive Science 
With this robot, we performed experiments on hu- 

man-robot communication in cognitive science (fully 
reported in [8]). We briefly explain one of the experi- 
ments in cognitive science and obtained ideas about ro- 
bot’s body property. 
Cognitive Experiment using Robovie 

Mutual entrained gestures are important for smooth 
communications between a robot and a human. We have 
performed an experiment to ensure it. We focused on the 
interaction between a subject (human who interacts with 
the robot in the experiment) and the robot while it teaches 
a route direction to the subject. Fig. 2 displays the envi- 
ronment and the settings of the experiment By using 
several different gestures of the robot in the teaching, the 
relationships between the emergence of the subject’s 
entrained gestures and the level of the understanding of 
the robot’s utterance was investigated. 
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Fig. 4: Situated modules and Communicative unit 

The experiments consist of the following phases: 
1. The subject and the robot move from S to A and 

from R to A, respectively. 
2. The subject asks a route to the lobby (B). The robot 

says, "Go forward, turn right, .. ." with performing 
corresponding gestures in several levels. Entrained 
gestures (unconscious synchronized movement of 
hands or elbows to the robot's gesture, shown in 
Fig.3) appeared in many subjects. 

3. The subject tries to go to the lobby. 

The result can be summarized that: 
1. The subjects' gestures are increased as the enhanc- 

ing of robot's gesture. In other words, the subject's 
gestures are increased by entrainment and synchro- 
nization with the robot. Thus, the mutual gestures 
established the communicative relationship between 
the robot and the subjects. 

2, Obtaining a joint viewing point by the robot's ges- 
tures, subjects understand the utterance of the robot. 

3. The emerged mutual gestures help to understand 
robot's utterance. 

Obtained Ideas about Body Properties of Robots 

ments, we have obtained important ideas as foIlows: 
As the results of this and another cognitive experi- 

1. Rich robot's behaviors induce various human com- 
municative gestures that help utterance understand- 

2. Attention expression by the robot (such as pointing 
something with hands) guides the human's focus to 
the robot attention. 

3. Robot's eye contact indicates that the robot intend to 
communicate with humans. 

4. Sharing of a joint viewing point (a proper positional 
relation) establishes the situation where the human 
can easily understand robot's utterance. 

ing. 
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Fig. 5: Development of a Situated module 

It has a merit in development of robot behaviors. Each 
situated module is implemented by coupling these com- 
municative units. 

Communicative unit 
Communicative unit (communicative sensory-motor 

unit) is very basic unit that realizes a sensory-motor ac- 
tion for natural and effective human-robot communica- 
tion. The experiments in cognitive science produced 
several essential ideas about the robot's body property. 
Each communicative unit is retrieved from the ideas. 
Concretely, we have implemented 'gaze object', 'eye 
contact', 'nod', and so forth as shown in Fig.4. 

Although the implemented ideas are not so many to 
date, we can continuously develop such communicative 
units through the interdisciplinary approach. Then, we 
consider that the communicative ability of the robot will 
increase along with the development of the communica- 
tive units. 

Situated Module 
The basic structure of the architecture is a network of 

situated modules. For easy development of the modules, 
we define the situated module as: 

A program that performs a particular robot 
behavior in a particular situation. 

Because each module works in a particular situation, 
developer easily implements situated modules with con- 
cerning only the particular limited situation. 

As shown in Fig.4, situated module is implemented by 
coupling communicative sensory-motor units with directly 
supplementing other sensory-motor units (particular ut- 
terance, positional movement and so forth). Rg. 5 ex- 
presses an example of implementing a situated module, 

2.3. The Software Architecture to incorporate 
the knowledge from cognitive science 

which realizes pointing a poster. In the figure, brown 
boxes are communicative unit, and white box (utterance 
"Look at the poster") is directly implemented behavior. 

'Oftware architecture 
Fig. 6 indicates all components of the software archi- 

tecture. By executing situated modules SWUentiallY, a 
robot aUtOnOmOUSly behaves around environments and 
interacts with humans. The execution sequence of situated 

We developed the software architecture for interaction- 
oriented robot. It is an extension of our previous research 
[9]. We incorporated the obtained ideas as 'Communica- 
tive unit' into the previous The basic smc- 
me of the a network of 'Situated modules'. 
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modules forms network as shown in Fig.7. The developer 
progressively develops situufed modules, and adds them 
into the network in order to achieve the pre-determined 
robot tasks. 

The architecture has the components for communica- 
tion through computer nehvorks. By connecting to com- 
munication server, some robots are able to execute b e  
haviors synchronously. In addition, robots can give in- 
formation to humans in natural communication as new 
information infrastructure. For example, when the robot 
and humans will talk about weather, the robot will obtain 
weather information from the Intemet, and then it will 
speak “It will rain tomorrow.” 

Then, we briefly explain other Components of the ar- 
chitecture. Reactive modules realize very simple and 
reactive behaviors such as avoidance. Internul status 
represents intention, a current task, and an emotional 
model. According to the internal status, module controj 
plans the execution sequence of situated modules. Inputs 
from sensors are pre-processed at sensor modules such as 
speech recognition. Actuator modules perform low-level 
controls of actuators according to the order from situated 

modules. 

2.4. Implementation of interactive behaviors 
Based on the architecture, we have implemented inter- 

active behaviors as situated modules into the developed 
robot. It was widely demonstrated (Hg.8-a), and then the 
robot ‘Robovie’ became popular with many children in 
Japan. Fig.7 shows the implemented 40 situated modules 
and their relationships. The robot autonomously exhibits 
friendly behaviors to play with humans, such as a hand- 
shake (Fig.8-b), hug (Fig.lc), the game of ‘paper, stone 
and scissors’ (a Japanese traditional game using hands, 
and used in a similar way to coin flipping) (Fig.Sd), and 
short conversations. It speaks more than 100 sentences 
and recognizes about 10 words in Japanese. It sometimes 
expresses idling behavior such as “scratch the head“ and 
“fold its an”’, which represent human-like behaviors. It 
sometimes performs daily work, which is currently pa- 
trolling around environments. It can also autonomously 
charge battery. We believe these functions “Play with 
humans”, “Idling”, “Daily work”, and “Charge battery” 
are important for realizing natural robot behaviors. 

- 
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Fig. 6: Software architecture based on Situated modules and Communicative units 

Fig. 7: Implemented situated modules and their relationships 
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3. Evaluation 
This section intends to verify that the robot has enough 

performance for interacting with humans. We performed 
an experiment to evaluate the robot and behaviors 
through comparing three behavior pattems: Passive, Ac- 
tive, and Complex. As the results, the experiment reveals 
how humans recognize the interactive humanoid robot. 

3.1. Method 
We evaluated the autonomous interaction through 

comparing three behavior pattems (Egg), that is: 
Passive: The robot waits until a subject interacts. It says 
“Let’s play, touch me”. When the subject touches the 
robot, it exhibits one of the friendly behaviors. Then it 

Active: The robot asks interaction to a subject. It says 
“Let’s play, touch me”. Once a subject touches the robot, 
it continues the friendly behaviors while the subject reacts 
to the behaviors. 
Complex: In addition to the Active pattern, it sometimes 
exhibits Idling and Daily work (move around) behaviors 
instead of waiting. 

waits again. 

We employed 31 university students as subjects. While 
five minutes, each subject observed one of the above 
behavior pattems. Then impressions of the robot were 
evaluated by using the SD method, similar to our previous 
research [ 101. Subjects answered a questionnaire to rate in 
28 adjective pairs (in Japanese) with 1-to-7 scales. In 
addition, subjects’ behaviors toward the robot were ana- 
lyzed as the unobhusive measures. 

Passive Active 

... 
Complex 

Fig.9: Examples of Compared 3 behavior patterns 

3.2. Results 
We report from the following six points of view about 

the results. As regards impressions, Passive pattem was 
highly evaluated. Meanwhile, other five viewpoints sug- 
gest that Passive pattem was rather not highly evaluated, 
where there is no statistical significant difference among 
behavior pattems. 

Impressions of the robot 
Factor analysis was performed on the SD method rat- 

ings for the 28 adjective pairs. By the Kai- 
ser-Meyer-Olkin Measure of Sampling Adequacy, five 

Fig.8: Autonomous interaction with humans 
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Fig. 10: Illustration of the comparison of the impressions 
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adjective pairs were omitted. According to the difference 
in eigenvalues, we adopted a solution that consists of five 
factors. Cumulative proportion of the final solution was 
56.4%. The retrieved factor matrix was rotated by a 
Varimax method (shown in table 1). Along with the factor 
loadings, each factor was named Evaluation, Familiarity, 
Potency, Sociability, and Activity factor. Standardized 
factor scores were calculated to easily understand the 
results. 

We have compared the factor scores of the three be- 
havior patterns (Table 2, Fig.10). ANOVA (analysis of 
variance) detected a significant difference in Potency 
scores. Then an LSD (least significance difference) 
method proved that the scores of Passive are significantly 
bigger than Complex (p<0.05). Only as a suggestion, we 
applied an LSD method for Familiarity scores, in which 

Table 4: Touched parts of the  robot 
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Fig. 11: The time of first touches 

there is an almost significant difference among three 
behavior pattems. As the result, the scores of Passive are 
significantly bigger than Active (p<0.05). That is, robots 
give best impressions when it behaves with the Passive 
patterns. 

Spatial distancebetween the robot and subjects 
At the beginning of the experiment, the robot said 

"touch me", and then almost all subjects approached the 
robot. Some of them stood almost one meter away from 
the robot and approached it only when it asked to touch; 
some stood very near of the robot where the moving arm 
of the robot nearly collided with himher. We have meas- 
ured the distance between the standing points of the sub- 
jects and the robot (Table 3: Distance to the robot). 

Generally, humans keep the distance of 45 cm when 
they are talking familiarly [ll]. In the experiment, the 
average of the distance was 41 cm. This is a shorter dis- 
tance. We consider it is because the robot is not so tall 
and looks like a child in both the appearance and behav- 
iors. In addition, the physical contact of the robot and 
subjects such as hugging and handshaking contributed to 
decrease the distance. 
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Touched parts of the robot 
In the experiment, subjects touched the robot in 

response to the request of the robot. The robot detected 
the touches with skin sensors. We analyzed the record of 
the sensory input. Although there is no significant differ- 
ence among three behavior patterns, we acquired mean- 
ingful findings about where the subjects touched. Table 4 
indicates the result. ‘Num. of subjects’ means the number 
of the subjects who touched the parts of the robot, ‘avg. 
of touches’ means the average of how many times the 
subjects touched the parts, and ‘First touch’ means the 
average of the time when they touched the parts first 
time. About the ‘first touch’, we calculated the time of the 
subjects who did not touched the parts as 300 seconds 
(end time of the experiment). 

Fig. 11 illustrates the relationship between the time 
since the experiment started and the number of the sub- 
jects who had touched the parts. Because the touches 
were the start signal of the interaction and the robot re- 
quired it, almost all subjects touched the robot within ten 
several seconds from the start. About the communication 
among humans, psychologically, the parts to easily touch 
are arms, shoulders, heads, and bodies in that order. The 
result of the experiment is similar to this. Thus, we con- 
sider that subjects touched the humanoid robot as if they 
touched humans. 

Eye contact 
Eye contact is known as one of the important 

non-verbal communications, and our cognitive experi- 
ment has proved it too. With communicative unit, the 
robot controls its camera direction to the humans’ face as 
the eye contact. As the result of questionnaires, seven 
subjects answered the eye motion was impressive. Most 
of the subjects watched the face (around the cameras) 
while the experiment (Table 3: The time watching face). 
The average of all subjects is 193.1 seconds. This is more 
than half of the five minutes experiments. Thus, the sub- 
jects focused their attention on the face of the robot. 

Subjects’ behaviors toward the robot 
Some of subjects gave responses to the robot’s utter- 

ance; some greeted the robot when it greeted the subject; 
some moved hidher body synchronously to the robot’s 
body movement such as pointing a poster on a wall. We 
consider that these subjects’ behaviors were performed 
with little intention to convey information to the robot. 
Rather, these behaviors were similar to what we uncon- 
sciously perform in daily communications among hu- 
mans. Thus, each of these subjects’ behaviors is a kind of 
interpersonal behaviors (Table 3: Interpersonal behav- 
iors). fig. 12 shows the number of the subjects who per- 
formed such the interpersonal behaviors and how many 
kinds of the interpersonal behaviors they did. In Active 
condition, six subjects performed the interpersonal be- 
haviors and three of them performed more than one kind. 
On the other hand, in Passive condition, two subjects 
performed one kind of the interpersonal behaviors. We 
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Fig. 12: Emergence of Interpersonal behaviors 
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Fig. 13: Subjects’ utterance to the robot 

R Robovie, S: Subject 
R: Please talk to me. 
S Let’s shake hands 
R: Let’s shake hands 

(It responded correctly, and they shook hands) 
Where are you from? 

S: I’m from Nara. And you? 
R: I’m from ATR. 
(Although it did not recognize the utterance. it seems to correctly 

respond as designed.) 

Table 5: Example of conversations between a 
subject and the robot 

believe that the subjects who Performed these behaviors 
regarded the robot as the target of communication. 

Subjects’ utterance 
Subjects’ utterance proved that many subjects regarded 

the robot as the target of communication as well. The 
robot can speak more than 100 sentences, and it asks 
something like “where are you from?” and “please talk to 
me”. More than half of the subjects answered the robot’s 
asking (Table 3: answering utterance), such as “I’m from 
Kyoto”. Some of the subjects voluntarily talked to the 
robot (Table 3: voluntary utterance), such as “Let’s shake 
hands”. The averages of the number of answering and 
voluntary utterance are shown in Fig. 13. Table 5 indi- 
cates an example of typical conversation between subjects 
and the robot. The robot continually exhibited the friendly 



behaviors and asked something, and then subjects an- 
swered it and asked something to the robot. 

3.3. Discussions 
The results of the experiment indicated that subjects 

interacted with the robot in the similar manner to how 
they communicate with humans. That is: 

- Friendly spatial distance 
Similar parts to be easily touched - Communication with eye contact - Interpersonal behaviors 

* Answering I voluntary utterance 

Thus, they naturally interacted with the humanoid robot. 
We believe many subjects were absorbed in the interac- 
tion and they regarded the robot as the target of the natu- 
ral communication. In other words, the interactive behav- 
iors of the robot established communicative relatiomhips 
between humans and the robot. 

These communicative relationships between humans 
and robots have important roles in human-robot commu- 
nication. Sperber proposed the relevance theory [12]. 
where humans communicate among themselves by infer- 
ring the minds of others. This is different communication 
model against the ‘code model’, where a sender gives 
information (signals) to a receiver using a presupposed 
common code for encoding and decoding. Based on the 
relevance theory, Ono and his colleagues proved the 
importance of the communicative relationships between 
humans and a robot [ 131, that is humans easily understand 
the utterance of the robot if they build communicative 
relationships with the robot. 

The results of the experiment indicate that the commu- 
nicative relationships are established by enough physical 
expression ability, the software architecture to incorporate 
cognitive knowledge, and the implemented interactive 
behaviors. For the interaction-oriented robots that we are 
trying to realize, it is indispensable to establish these 
communicative relationships with humans. 

4. Conclusion 
We have reported the development of a new interac- 

tion-oriented robot and interdisciplinary approach be- 
tween cognitive science and robotics. The robot has 
enough physical expression ability and autonomously 
interacts with humans. The cognitive ideas about the 
practical use of the body property are incorporated into 
the software architecture. Through the experiment, we 
verified the robot’s performance for interacting with 
humans by the behaviors of the subjects toward the robot. 

In the experiments, many humans interacted with the 
robot in the similar manner to how they communicate 
with humans. They performed interpersonal behaviors 
such as giving responses to the robot and voluntarily 
spoke to it. Thus, they regarded the ?bot as the target of 
the natural communication. That is, the communicative 

relationships between humans and robots are established 
by the interactive behaviors of the robot. We think this 
ability of establishing communicative relationship is 
necessary for interaction-oriented robots. 
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